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Abstract—Many weightless neural networks, such as WiSARD,
are RAM-based classifiers that receive binary data as input. In
order to convert raw data into binary input, several techniques
are applicable. This work evaluates the impact of some of these
binarization techniques on the accuracy of two types of classifiers:
WiSARD model and WiSARD with bleaching mechanism. The
binary encoding techniques explored were: (i) thermometer, (ii)
threshold, (iii) local threshold, (iv) Marr-Hildreth filter, and (v)
Laplacian filter. The MNIST digit dataset was used to compare
the accuracy obtained by each encoding technique. Results
showed a difference of more than 20% in the accuracy due to
the choice of encoding approach.

I. INTRODUCTION

Weightless neural networks, such as WiSARD (Wilkie,
Stonham & Aleksander’s Recognition Device) [1], are based
on networks of Random Access Memory (RAM) nodes [2].
This set of classifiers require’s binary data input to classifi-
cation tasks, despite few works such as the one proposed by
Souza in 2014 [3], which uses a ternary codification system.
In the WiSARD model, binary data input is used to address
memory positions. Binary encoding process usually impacts
on the classification results, mainly because it usually implies
in loss of information. Many techniques can be applied in
order to obtain a binary data representation, and choosing the
ideal technique for the application is crucial to obtain good
classification results.

Literature presents many approaches for binary encoding
over the input data when dealing with weightless neural
networks. For instance, in [4] WiSARD is used to perform
opinion mining (text categorization) over social network data
sets. To encode the text into a feature vector, the work applied
bag-of-words model. Bag-of-words model had to be slightly
changed, considering only the presence of each term, ignoring
the number of appearances or frequencies. The presence and
absence of each term is already a binary representation,
enabling the use of a weightless neural network.

When developing a binary encoding for the WiSARD input,
one must take in account the Hamming distance [5] between
different patterns. A naive approach for the data binarization
could compromise the classification accuracy. In the work of
[6], a part-of-speech tagger was created using the WiSARD
architecture. Part of the input was composed of probabilities
associated with terms. As probabilities lies in the continuous

range [0, 1], it was necessary to discretize it. Furthermore, the
discrete space had to be binary. The solution was the creation
of a bit string using d bits, simulating a scale that was named
as thermometer. The change in data representation implied in a
loss of information, since close probabilities were represented
as the same. Thermometer encoding considers the Hamming
distance between patterns.

Many works deal with image classification using weightless
neural networks. When dealing with grayscale images [7], it
is possible to implement a binary encoding using a threshold.
This is made by analyzing the intensity value of the pixel.
If this value is greater than the threshold, it is encoded by
one, zero otherwise. However, it is possible to implement the
thermometer technique in the same scenario, reducing the loss
of information that a simple threshold could entail. In [8], a
similar approach was used to an image classification task. In
this case, colored images were used and each color channel
was represented by a thermometer of 192 bits.

MNIST database of handwritten digits [9] is a well known
dataset used to compare the performance of many classifica-
tion models by evaluating the error rate (%) in its test data
[10]. In [7], MNIST was used to evaluate the performance
of WiSARD, but did not compare different binary encoding
approaches, neither presented the binary encoding used. How-
ever, it explored a comparison between different numbers of
bits for WiSARD, which is an important parameter for good
classification results. The work described in [7] also introduced
an improvement in WiSARD: the bleaching mechanism.

The present work compares many possible binary encod-
ing approaches, evaluating WiSARD accuracy and standard
deviation, using and not using bleaching. Aiming the direct
comparison with [7], MNIST was used as dataset. Considering
that corners and edges are the most important regions for
an image, i.e. regions with high level of information, this
work also applies image processing techniques, such as Marr-
Hildreth and Laplacian filters [11], in order to obtain these
regions, changing the image representation to a binary encod-
ing. As main result, it was possible to find that the best binary
encoding method for this dataset was the thermometer, which
led WiSARD to an accuracy of 94%, however it increased the
number of features, if compared with other approaches. The
worst binary encoding tested was the threshold higher than



200. Another interesting finding is the fact that thermometer
size has low impact in the 32 bits WiSARD.

A review of WiSARD is presented in the Section II; Section
III describes the dataset, the binary encoding techniques used,
and the experiment design; Section IV discuss the results
obtained; and the conclusions and future works are presented
in the Section V.

II. WISARD MODEL

WiSARD (Wilkie, Stonham & Aleksander’s Recognition
Device) is RAM-based classifier, also considered a weightless
neural network model. WiSARD was introduced in [1], but it
is based in the N-Tuple Classifer, presented in [12]. N-Tuple
Classifier is an one-class classifier, and WiSARD architecture
is composed by many of them, each one is called a Discrimi-
nator associated to one category of the classification problem.

Initially, all memories are set to zero. A pseudo-random
mapping is created in order to split the input pattern into n
tuples. In the training phase, when a pattern from a specified
category is presented, the Discriminator responsible for this
category uses the tuples to address its RAMs. Each tuple
is responsable for the address of a RAM and the positions
accessed during the training step are set to one. The Figure 1
shows one Discriminator training an input pattern, where the
connections represent the pseudo-random mapping.
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Fig. 1. WiSARD Discriminator training an input pattern [6].

When classifying the category of an input pattern, all
Discriminators receive the pattern and use the same pseudo-
random mapping as the training to address the RAMs. Each
Discriminator calculates the number of non-zero accessed
positions. This number is the example’s degree of membership
for the Discriminator category. The Figure 2 shows a pattern
being presented to a Discriminator. It is possible to notice
that the RAM number 3 accessed a zeroed position. At the
end, WiSARD classify the example as the category of the
Discriminator which responds the higher degree, comparing
all discriminators. The Figure 3 presents the degree of mem-
bership of a given example for each Discriminator.

In [7], WiSARD was improved with a technique called
bleaching mechanism. Bleaching was created aiming to work
around the saturation problem: when a large number of ex-
amples are trained, any noise in the training data can spoil
the classification. Using WiSARD with bleaching, memories
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Fig. 2. WiSARD Discriminator verifying the degree of membership of an
input pattern [6].
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Fig. 3. Discriminators response after the presentation of a pattern to be
classified [6].

must store an integer, in order to accumulate the training.
When a pattern is presented during the training, the accessed
positions are increased by 1. During the classification, each
Discriminator calculates the number of accessed positions with
stored value higher than a bleaching value b. The b value is
incremented while the confidence c in the classification is
not higher than a confidence threshold. The confidence c is
calculated using the higher and the second higher degree of
membership from the Discriminators. The Equation 1 shows
how the confidence is calculated, and its value lies in the range
[0, 1], and r1 is the higher degree as long the r2 is the second
higher. The Figure 4 presents the bleaching mechanism inside
a Discriminator. In Figure 4, the actual bleaching value is 3,
and only memories accessing positions in which values stored
are equal or higher than 3 are going to be counted in the
summing.

c = 1− r2
r1

(1)

III. METHODOLOGY

In this section, the used binary encoding techniques are
introduced. The present work compares these techniques,
evaluating WiSARD’s accuracy and standard deviation, using
three different number of bits (8, 16 and 32), and the same
dataset as in [7].
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Fig. 4. Classification with bleaching mechanism inside a Discriminator [6].

A. Binary Encoding Approaches

MNIST dataset has the grayscale intensity for each pixel.
The following techniques basically changes the pixel values
for a new representation. This representation may produce
feature vectors with different number of features from the
input space. In addition to the binary encoding presented in
the field of weightless neural networks, this work presents
image processing techniques, such as Difference of Gaussians
(Marr-Hildreth filter) and Laplacian filter, which can be found
in [11].

1) Threshold: Threshold is the most used technique for
binary encoding. Using this technique, if the pixel value is
equal or higher than the threshold, the pixel is changed to 1.
Otherwise, it is changed to 0. In this work, thresholds are
tested between the range [1,254] in order to find the best
threshold.

2) Thermometer: Thermometer encoding defines a zeroed
vector of d length such that each position is a threshold
encoding. For each pixel, the vector positions will be changed
to one, from the begin until the first threshold higher than the
pixel value. After, the vector will be the representation of this
pixel. In the end, the length of the feature vector will be d×n,
where n is the number of pixels. The input pixel in the example
on Figure 5 has intensity value of 130, the binary encoding
for this pixel is: 1111100000, d = 10 and the thresholds are:
25, 51, 76, 102, 127, 153, 178, 204, 229, 255. The thresholds
were obtained dividing the pixel space in d parts. This work
used 3 distinct thermometers with d = 5, 10, 20.

Fig. 5. Thermometer binary encoding example.

3) Marr–Hildreth Filter: The most widely used smoothing
filter is the Gaussian filter [13]. Difference of Gaussian filter
is a fast edge enhancement algorithm that involves subtracting
a blurred image from a less blurred one, from the same
image. Also known as Marr-Hildreth algorithm for detecting
edges, based on Laplacian of the Gauss function [14]. After

the filtering, it is possible to obtain the binary encoding by
applying a zero threshold.

4) Laplacian Filter: Discrete Laplacian operator was ap-
plied in order to enhance the image edges. This approach is
close to the previous one, but the used convolution kernel was
not considering the diagonal positions. The kernel can be seen
in the Equation 2. After the convolution, it is possible to obtain
the binary encoding by the same way as Marr–Hildreth filter.

kernel =

0 1 0
1 −4 1
0 1 0

 (2)

5) Local Threshold: Local threshold is an adaptive thresh-
old approach for binary encoding. It consists in calculating
the average local intensity, using a window. This value is
used as threshold for the pixels in the current window. The
present work used a 2× 2 window to establish the local area.
This binary encoding technique was applied for a motion track
challenge in the paper of Nascimento et al. [15].

B. Dataset

MNIST Database of Handwritten Digits [16] is a famous
dataset used to evaluate the performance of many classification
algorithms [10]. The dataset has a training set of 60,000 exam-
ples and a testing set of 10,000 examples. Each example is a
grayscale image of 28× 28 pixels, representing a handwritten
digit from 0 to 9.

C. Experiment Design

To provide a clean comparison, firstly the best threshold
was found. Then, the three thermometers were compared
to understand their impact. The last analysis compares the
best thresholds and thermometers with other binary encoding
approaches.

WiSARD uses a random mapping to generate the tuples.
This random mapping may influence the accuracy and, after
the training phase, same models can present different re-
sults. Moreover, each model was trained with 6000 random
examples. Due to these characteristics, the validation had
to be repeated, which was done 30 times. The provided
accuracy is the average accuracy, with the respective standard
deviation. The validation consisted in training a model with
6000 random examples and testing in the testing set, which
has 10000 examples. It is important to consider that WiSARD
using bleaching needed an additional parameter: confidence
threshold. This work fixed the confidence threshold c = 0.1.
The experiment used an open source library for WiSARD
implementation, and it is available on Github 1.

1https://github.com/firmino/libwann



IV. RESULTS

A. Threshold

WiSARD can use bleaching, and the number of bits is an
essential parameter for the model. WiSARD with and without
bleaching can be addressed to different domains or purposes.
The threshold influence for models not using bleaching is
presented in the Figure 6, and the models using bleaching
are presented in the Figure 7.

Fig. 6. Accuracy by threshold of a standard WiSARD with 8, 16 and 32 bits.

Fig. 7. Accuracy by threshold of a bleaching WiSARD with 8, 16 and 32
bits.

WiSARD using 32 bits was superior than 16 and 8 bits in
both threshold analysis presented in Figure 6 and Figure 7.
Furthermore, it is possible to notice that bleaching made the
classification more stable when varying the threshold for 8 and
16 bits. This is an important finding for WiSARD research
field.

This analysis also presented 1-threshold as the best thresh-
old for this dataset, which resulted in an accuracy superior than

90% for both cases. This visualization also gives an important
information: higher thresholds result in lower accuracies.

B. Thermometer

Three different size of thermometers were compared to-
gether: 5, 10 and 20. The first comparison is presented
in Figure 8, in which WiSARDs were not using bleaching
mechanism. For these models, the accuracy increased as the
thermometer size increased. One must take in account that in-
creasing the thermometer size also increases the computational
cost, as it enlarges the feature vector size. The best number of
features for all tested thermometers was 32 bits.

Fig. 8. Thermometer encoding analysis using three different thermometers.
Standard WiSARD using 8, 16 and 32 bits accuracies evaluation.

The Figure 9 presents the result of the three thermometers
encoding for WiSARD using bleaching mechanism. For these
models, the accuracy decreased as the thermometer size in-
creased, different from models using bleaching. This behavior
may be caused by the fixed confidence threshold parameter
c, which was 0.1. Different values for c could lead to better
results, but it would demand a hyper-parameter optimization
(model selection) which is the problem of choosing a good set
of hyper-parameters for a learning algorithm [17].

C. Image Processing Approaches

The Figures 10 and 11 present the analysis using image
processing approaches, respectively for standard WiSARD
(not using bleaching) and WiSARD using bleaching. For the
WiSARD not using bleaching, the three approaches presented
close results for 8 bits. For 16 bits the Difference of Gaussians
provided a better accuracy, and the local threshold, though
competitive, had a standard deviation of 2.5%. For the model
using 32 bits, local threshold accuracy was quite superior than
other approaches accuracies.

The WiSARD with bleaching had superior results than
the standard version for the analysis using image processing.
Local threshold had better results, presenting close standard
deviations to others. The Laplacian filter presented the worst



Fig. 9. Thermometer encoding analysis using three different thermometers.
WiSARD with bleaching using 8, 16 and 32 bits accuracies evaluation.

Fig. 10. Image processing approaches evaluation. WiSARD not using
bleaching with 8, 16 and 32 bits.

accuracies. Both Laplacian and Marr-Hildreth filters were
discarded for the the joint analysis due the non competitive
accuracies.

D. Joint Analysis

The joint analysis compares the best results from the pre-
vious analysis. In the Figure 12, the accuracy classification
of WiSARD without bleaching is compared using the 1-
threshold, the local threshold, and the 20-thermometer. The
20-thermometer provided an accuracy of 94%, which is su-
perior than the accuracies obtained by the other techniques.
Although, it is important to consider that 1-threshold had a
good performance and is much faster than the 20-thermometer
encoding, given the size of the feature vector.

Analyzing Figure 13, WiSARD with bleaching had superior
accuracy using the 1-threshold for 8 and 16 bits with standard
deviation inferior to 0.5%. For 32 bits, this model presented

Fig. 11. Image processing approaches evaluation. WiSARD using bleaching
mechanism with 8, 16 and 32 bits.

Fig. 12. Best thermometer, threshold and image processing approach com-
pared. Standard WiSARD using 8, 16, and 32 bits.

the higher accuracy with 5-thermometer encoding, although
the difference to the 1-threshold was less than 1%, with a
feature vector 5 times smaller. Both standard deviations were
inferior than 0.3%.

One possible reason for the image processing techniques
results is that these techniques generate feature vectors with
higher sparsity. This condition may be ”forcing” WiSARD to
classify examples for what they ”do not have”. One possible
way to deal with sparse input patterns to WiSARD is discussed
in [4]. The present work did not analyze the sparsity in
the feature vectors after the application of binary encoding
techniques.

V. CONCLUSION AND FUTURE WORKS

This work presented an evaluation of binary encoding
techniques using WiSARD. The encoding techniques used



Fig. 13. Best thermometer, threshold and image processing approach com-
pared. WiSARD with bleaching mechanism using 8, 16, and 32 bits.

were: threshold, thermometer encoding, local threshold, Mar-
Hildreth filter and Laplacian filter. MNIST database was used
as data set, which is an important data set for many classifiers
evaluation [10].

The threshold analysis provided a visualization such that it
is possible to notice that WiSARD using bleaching mechanism
has a different behavior than the standard one, when varying
the threshold. Moreover, the same analysis showed that the
best threshold for this data set is 1-threshold, and the best
models use 32 bits. The thermometer encoding analysis pre-
sented the best thermometer as the 20-thermometer for 32 bits
WiSARD model, resulting in a accuracy of 94%. Another con-
tribution is the presented behavior for models using bleaching
mechanism, when binary encoding with thermometers, where
the larger thermometer results in worse accuracies. The use of
image processing techniques to binary encoding the input was
tested, but was not successful.

For future works, the computational time could be added
to evaluate the use of thermometers, also contemplating ther-
mometers with larger sizes. Also, varying the confidence
threshold could help to understand the reason WiSARD using
bleaching had bad results for larger thermometers. The adap-
tation of WiSARD model provided in [4], which enhances the
classifier to sparse data input, could be used to evaluate the
image processing binary encoding techniques. Another future
work is the application of statistical methods to verify the
improvement when using thermometers.
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