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ABSTRACT
Facial expressions and associates emotions important factors 
defining the message tone and context information in both spo-
ken and sign language communication. Sign language virtual 
systems use structural models that define control values spec-
ifying body configurations in the animation process, where 
facial parameters are generally relegated to simple templates 
or completely neglected. In this work, a facial expression 
parametrization for avatars is proposed through an procedure 
that aims to identify the most relevant facial landmarks and 
emotions in the context of sign languages, in order to enhance 
automatic sign synthesis systems. An analysis of the influence 
of landmarks on a geometric mesh based on MPEG-4 model 
of human face is performed in this research, aiming to identify 
the principal components and their relationships, in order to al-
low further optimization of the animation process, supporting 
faster and lighter avatar animation.
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Author Keywords
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INTRODUCTION
Systems that use virtual environments for message transmis-
sion are of fundamental importance in modern life. A constant 
concern in this area is to conceive these systems in such a 
way to provide persons with special needs easier access to 
information. [15] [19].

Although sign languages have been documented since the 17th 
century, their practical definitions and modeling vary locally 
based on countries legislation [15] [10] [24], most of which 
being very recent studies. Brazilian Sign Language (BSL), for 
example, was formalized in 2002 when research’s involving
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its parameters and formal definitions gained a positive impulse
[22].

There are several Sign Languages synthesis systems developed
around the world [12] [3] [10] [20], based on signal synthesis
through user interaction. In general, these signal synthesis sys-
tems use configuration parameters for hand gestures, besides
the body and arms positioning, aiming fidelity between the
virtual and the real representations [12] [21]. It is possible to
observe the predominant lack or weak representation of facial
expressions, although these features provide message context
and intensity modifiers [6]. The accurate transmission of a
message really needs facial expression as a feeling modifier
or as context supplement for the raw gesture information. In
[17] it is remarked that an addressee in a sign language di-
alogue tends to look more to the eyes of the partner than to
the hands, reinforcing the importance of facial expressions in
the communication. Besides enhancing communication, facial
expressions are considered very important in order to a robot
or avatar being accepted by humans [24].

The objective of this work it is to search for a landmark-based
parametrization of facial expressions for use in a signal lan-
guage synthesis system, in order to enhance the animation
process of current systems, supporting faster and lighter avatar
animation. The main facial points relevant to the expressions
representation on a 3D mesh are identified together with their
spatial trajectory when performing movements associated to
emotions.

The facial expression parametrization is proposed through
the identification of the most relevant facial landmarks and
emotions in the context of sign languages. An analysis of the
influence of each landmark on a 3D geometric mesh based on
MPEG-4 model of human face is performed, aiming to iden-
tify the principal components and their relationships. Thus,
the first step in this process is the identification of the principal
components in the deformation of facial regions while build-
ing expressions. As a result, the most affected facial areas
in the avatar during the synthesis process are characterized.
This makes possible to generate the interpolation of synthe-
sized emotions in independent areas, so that the less important
components for the expression synthesis may be discarded,
reducing the total computational cost.

In Figure 1 an overview of proposed system is shown. The
Facial Parameters block contains a representation of the fa-
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Figure 1. Overview of the animation process. There are two blocks:
the Facial Parameters block and the Landmarks Behaviour. The first
one has the facial landmarks associated to regions of interest to be an-
imated as well as a representation for emotions and expressions to be
reproduced. The Landmarks behaviour is responsible for the animation
generation.

cial landmarks on the 3D mesh, obtained from the MPEG-4
model and the manual definition of the regions of interest,
as well a representation for emotions and expressions to be
reproduced. The Landmarks Behaviour block generates the
animation, exporting the commands as an XML file, based on
the neutral expressions over the rigged face. The animation
produces movements corresponding to the landmarks selected
by a principal component analysis previously performed on
the facial animations modelled. These concepts will be cov-
ered in section 2. From this step, it is be possible to optimize
the process of interpolation of expressions, through the analy-
sis of the behaviour of the landmarks during the movements
associated to expressions.

FACIAL LANDMARKS FOR SIGN LANGUAGES
This section is divided into two main topics. The first reviews
works concerning the use of 3D avatars oriented to the rep-
resentation of sign languages in virtual environments, while
the the second focuses on the features used to represent facial
expressions and the computational representation of emotions.

Virtual Interpreters for Sign Languages Systems
Current approaches for obtaining more realistic animations
of virtual interpreters, called avatars, use motion capture with
tracking of landmarks in videos of real interpreters or extract
depth coordinates using 3D sensors [3] [10]. The main chal-
lenge to obtain a plastic animation relies in the details, in
the sense that the corresponding synthesis process demands
greater computational cost than that required by a coarse ani-
mation, considering that much more specific parameters will
be rendered.

The avatar motions may be generated by controllers associated
with the 3D mesh using techniques such as Blend Shapes or
Morph Targets [10] [5]. Some models use notation of sign
languages, as Signwriting and HamNoSys, extending them for
representing characteristics of non-manual signal elements, us-
ing terms such as symmetry, hand position, rotation, location,
among other information [13]. These models make parallel
between signs and their descriptive notations, where symbols
are used to represent the terms and movements used by the
speaker [15]. Also, such models typically doesn’t cover facial
expressions.

In this direction, systems that use virtual interpreters need a
strong focus on parametrized representation of facial expres-
sions [8]. Thus, the main issues in the process of animation
synthesis using avatars is a well defined set of parameters in
addition to a fine detail control on the geometric mesh.

Facial Expression Features
According to [17], during a conversation in sign language the
focus of attention is fixed on the partner’s face, relegating hand
gestures to peripheral vision or secondary attention. The face
contains less noticeable but important variations. Those param-
eters can be defined as intensities of expressions interpolation,
displacement of landmarks and message context [25].

Modulation in the mouth, eyebrows and other regions of in-
terest in the face can change the meaning of an expression
in sign languages, beside details such as variation in volume
and timing in spoken languages [7]. Some key categories of
expressions are identified as: Question, used when the sen-
tence is interrogative, Emphasis used to highlight part of the
sentence, Emotion as sadness and joy and Continue when the
emitter have paused the message momentarily [6] [7].

The main classes of emotional states used in interactive sce-
narios are the Positive (joy, surprise and excited emotions),
Neutral (calm and relaxed expressions) and Negative (afraid,
anger and sadness expressions) classes [1] [14]. Ekman’s
model [23] identifies base expressions as Anger, Fear, Sad-
ness, Surprise, Desgusting and Joy. Other representations
of emotions in general are identified as a combination of the
previously mentioned.

MPEG-4 Feature Points, or Facial Definition Parameters, is
a broadly used standard characterizing points of interest in
the face [4] [10] [2]. It has 84 points mapped on a model
face with a neutral expression, including areas such as tongue,
lips, teeth, nose and eyes, with points distributed along the
perimeter of these regions, mainly at the corners.
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Figure 2. Facial Regions, in green, and facial action parameters based
in MPEG-4 model. The defined regions include key areas in face on
synthesis process, that are: Forehead, Mouth, Cheek, Eyes and Nose
and consider geometric symmetry aiming to optimize the experiments.

This model can be used as a basis for setting facial controllers
associated with a 3D geometric mesh, and also supports the
use of additional features, such as variations in texture [9] or
variation in color representation of the face [1].

FACIAL REGIONS AND COMPONENTS
This section presents an analysis based on the distortions of
polygons bounding the relevant facial regions affected by the
movements performed during the manifestation of an expres-
sion.

Facial Parameters Vector
A humanoid model was built with 598 facial polygons with
a rig, supporting the aforementioned basic expressions, sub-
section 2.2. The facial model MPEG-4 FP [11] was used as a
reference in the avatar modeling, also the most representative
regions of the face were set as forehead, eyes, cheeks, nose and
mouth, as depicted in Figure 2. Theses regions were defined
on the basis of experiments shown in [18], describing regions
for facial deformation modelling.

The deformations analysed in this work were built using
Blend Shapes based on the Japanese Female Facial Expression
(JAFFE) database, which provides examples of the basic emo-
tions interpreted by 10 Japanese subjects [16]. This database
classifies the images using a semantic rating, which defines val-
ues for expressions, statistically identifying to which emotions
each image corresponds and its intensity, in general terms.

The landmarks were tracked in the neutral expression images
using the defined facial parameters. Blend shapes were an-
imated based on the values relating the displacement of the
corresponding landmarks with the points of the geometric
mesh.

In the following, an experiment aiming to identify the most
affected regions and principal components on 3D mesh in the
process of synthesis of facial expressions is shown. The region
deformations are evaluated based on the analysis of the spatial
displacement of the landmarks locations, where the landmarks
are reference points associated with the bounding polygons of
the regions of interest.

Influence of Expressions in Facial Regions
The metric proposed to measure the influence of the expres-
sions on the mesh is based on the region deformation. This is
defined as the normalized averaged relative spatial displace-
ment of the landmarks, given by the following equation:

∑vir∈Rr
|dnvir−devir |

dnvir

NVr

Where, for each expression e a measure of the distortion rela-
tive to the neutral expression n is computed. This is performed,
for each facial region Rr, by the normalized sum of differences
of the Euclidean distances in the 3D space from the centroid
region to each landmark associated with this region. A second
normalization is computed considering the total number of
landmarks defined for the region NVr. The distances were
taken as absolute values because the distortion of the regions
is assumed to be additive.

Table 1 shows the distances of the regions and their distortion
points compared to the same landmarks with the synthesized
expressions, together with the normalized values of intensity
of influence in the 3D mesh were extracted in each region.

The results of this first step (Table 1) allow the identification
of the more affected regions for each emotion. The forehead
region is a highlight in the expressions of anger and sadness as
well the mouth region is of great importance in joy, surprise,
and fear expressions. For the joy emotion, the regions with
more distortion in the mesh were the Cheeks. On the negative
expressions (anger, fear, sadness), the nose region tends to
have a more noticeable change in comparison with the positive
emotions (joy and surprise). It is important to mention that,
based on Plutchick’s model, emotions can be interpolated [23],
thus, intermediary expressions considered in the model can
be obtained. Also the characteristics can be modulated by an
intensity factor.

The next step was the identification of the the principal com-
ponents of the face on emotion synthesis. For this, a Principal
Component Analysis was performed, with five samples taken
during the expressions’ movements, related to the facial re-
gions. The Euclidean distances of the landmarks’ positions
to the centroid of the respective region defined the values to
be compared to the neutral expression. The covariance ma-
trix was calculated as the eigenvalues and eigenvectors of the
average vector of the samples.

Landmarks Geometrical Comparison
Forehead Eyes Cheeks Mouth Nose

Joy 0.118 1.000 0.800 0.791 0.376
Anger 0.628 0.900 0.953 0.702 0.080
Surprise 0.363 0.460 0.000 0.970 0.000
Fear 0.250 0.484 0.673 1.000 0.095
Sadness 1.000 0.980 0.307 0.400 0.091

Table 1. Displacement influence on the 3D mesh of facial regions on
synthesis of an expression.
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Figure 3. PCA applied to 3D mesh landmarks vector

Thereafter the data was rearranged in a Hotelling Transposed
Matrix, in order to obtain their Principal Components. Figure
3 depicts a graph representing the components in two dimen-
sions and its representation after applying the PCA algorithm.
The dotted lines at left show the maximum variance direc-
tions of the first and second principal components, and the
right image shows the points represented in the new principal
component’s base.

The Explained Variance Ratio (EVR) was obtained based
on the eigenvectors and eigenvalues, where it was observed
that 58 % of the variance of the data is in the direction of
the principal components of the Forehead region, being the
Mouth region with the second most expressive value with 26
%, followed by Cheek’s with 11 % of the variance of the data
directed to its components. The Eye region had less expression
in the tests, followed by the nose region with had the EVR
value lowest than 1 %.

These results enable an landmark behavior discussion, giving
values for each trajectory in geometric space. In future work,
an optimized animation process can be develop based on these
extracted values.

In order to support the previous experiments, Factor Analysis
Algorithm was applied. This experiment makes easy to un-
derstand the facial landmarks behavior. For this, same PCA
variables were used as facial regions and facial expressions,
observing the weights of their relations.

The Figure 4 shows the data distribution where the variables
are represented by the five facial regions of the previously
defined model, and the initial factors as the expressions for
basic emotions (Joy, Anger, Sadness, Fear, Surprise and Dis-
gust). The values distributed in the data matrix were extracted
from the centroids displacements from the neutral position to
the Euclidean coordinates after the expression synthesis. The
centroids are calculated from the landmarks 3D coordinates of
each facial region.

The objective of the FA application was to find the covariance
between the regions in the execution of an expression using the
weight of the relation between the data of the geometric mesh.

Figure 4. Data model for FA Algorithm, where centroid coordinate ab-
solute values are calculated between facial region and expressions based
on their weights.

The simplification of extracted factors should be useful in
identifying which regions are most expressive in the observed
synthesis process.

The normalized values for the analyzed factors eigenvalues
are 0.79 for Forehead, 0.0 for the Eyes, 0.85 for Cheeks, 1.0
for Mouth, 0.13 for Nose region, which shows that, using the
5 facial regions and the six base expressions of the Ekman’s
model, we can consider three main factors. The graphic in
Figure 5 shows the reduced factors based on the eigenvalues,
where it is possible to observe by the absolute values that
regions 1 and 3 can be reduced in a single factor, as well as
values 2 and 5.

This means that, in the synthesis of base emotion expressions,
using the landmarks based on the MPEG4-FP model and the re-
gions defined in section 3, we can point that the Forehead and
Cheeks regions had an similar displacement expressiveness in
the geometric mesh. The Mouth region was the most expres-
sive with the most noticeable details of geometric change and
Eyes and Nose can be calculated as a single factor with less
perceptive displacement.

Figure 5. Main factors for facial regions. The five values, from left
to right, represents the absolute values for regions: Forehead, Eyes,
Cheeks, Mouth and Nose
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Observing the results of the PCA and FA tests we can conclude
that the landmarks with greater expressiveness in the synthesis
of emotions can have their reduced dimensions based on the
proximity of displacement in Euclidean space. The next ob-
jective to define more precisely the facial landmarks behavior
is to analyze the interpolation process of emotions, as well as
their coordinates in a temporal model.

CONCLUSIONS
This paper presents a preliminary study intended to identify
the relationship between facial regions deformations and the
emotion synthesis in order to, in future work, optimize the
representation of facial expressions for sign languages, re-
ducing computational cost of the animation process. Based
on the performed tests it is possible to propose techniques to
optimize computational cost of interpolating blend shapes at
points where the distortions are more frequent and spatially
related. Also, in future work it is intended to evaluate the rela-
tionship between points using algorithms like Dynamic Time
Warping, where the temporal relationships during expression
sequences are considered.
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